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Speech timbre attribute detection model inspired by KA repre

sentation theorem
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(1. School of Atrtificial Intelligence and Advanced Computing, Hunan University of Technology and Business,
Changsha 410205, China;
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Abstract:For the existing voice timbre attribute detection models, the feature detection module mostly ad
opts the "feature splicing shallow classifier" paradigm, which has the problems of lack of context-depend
ent modeling, difficulty in focusing on discriminant features, and too simple feature fusion process. In thi
s paper, a speech timbre attribute detection model inspired by the Kolmogorov-Arnold (KA) representatio
n theorem is proposed. The method focuses on the optimization of the attribute detection module, introdu
ces the Transformer structure to replace the traditional MLP classifier in the detection module, and uses
its multi-head attention mechanism to enhance the context-dependent modeling ability and realize the dyn
amic attention of discriminant features. At the same time, a KA-inspired feature fusion module (KAfusion)
is proposed, which models the internal interaction relationship of a single speaker feature through the in
ner function (InnerFunction), and the outer function (OutterFunction) captures the interaction relationship
between multiple speaker features to realize the fusion representation of timbre attributes. Experimental re
sults show that the proposed method is significantly better than the existing baseline model in the detecti
on of timbre attributes.

Key words: speech timbre attribute detection; feature fusion; Kolmogorov-Arnold represents the theorem;

Transformer model



